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We extended the age-structured SEIR (susceptible, latent, infectious, re-
covered) model of Medlock & Galvani [7] to include two levels of risk for
complications due to influenza infection and parametrized this model using
epidemiological data from seasonal influenza.

Here we detail the model construction and parametrization.

S1.1 Mathematical Model

S1.1.1 Transmission Model
For modeling influenza transmission in the United States, we divide the pop-
ulation into the 17 age groups for ages 0, 1–4, 5–9, 10–14, 15–19, 20–24,
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25–29, 30–34, 35–39, 40–44, 45–49, 50–54, 55–59, 60–64, 65–69, 70–74, and
75+. The numbers of people in each age group were parametrized using the
estimated US 2010 population [14]. Within each age, we further divide the
population into low risk and high risk for influenza complications, with high
risk being identified by existing medical conditions such as asthma, heart dis-
ease, and pregnancy. In our model, the only impact of being in the high-risk
group was an increased risk of averse outcomes, death and hospitalization,
from influenza infection.

Each of the age–risk groups is then stratified by infection status. Let
SLUa(t), ELUa(t), ILUa(t), and RLUa(t) be the respective numbers of unvac-
cinated low-risk susceptible, latent, infectious, and recovered people in age
groups a = 1, 2, . . . , 17. Let SHUa(t), EHUa(t), IHUa(t), andRHUa(t) be defined
similarly, but for unvaccinated high-risk people. Now, let SLVa(t), ELVa(t),
ILVa(t), RLVa(t), SHVa(t), EHVa(t), IHVa(t), RHVa(t) be defined similarly for
vaccinated people.

2



The infection dynamics are described by the differential equations

dSLUa

dt = −λaSLUa,

dELUa

dt = λaSLUa − τaELUa,

dILUa

dt = τaELUa − (γa + νLUa)ILUa,

dRLUa

dt = γaILUa,

dSHUa

dt = −λaSHUa,

dEHUa

dt = λaSHUa − τaEHUa,

dIHUa

dt = τaEHUa − (γa + νHUa)IHUa,

dRHUa

dt = γaIHUa,

dSLVa

dt = −(1− εa)λaSLVa,

dELVa

dt = (1− εa)λaSLVa − τaELVa,

dILVa

dt = τaELVa − (γa + νLVa)ILVa,

dRLVa

dt = γaILVa,

dSHVa

dt = −(1− εa)λaSHVa,

dEHVa

dt = (1− εa)λaSHVa − τaEHVa,

dIHVa

dt = τaEHVa − (γa + νHVa)IHVa,

dRHVa

dt = γaIHVa

(S1.1)

for a = 1, . . . , 17. The progression rate to infectiousness for people in age
group a is τa and the recovery rate is γa. The influenza-induced death rates
for people in age group a are νLUa, νHUa, νLVa, and νHVa, respectively, for
unvaccinated low-risk, unvaccinated high-risk, vaccinated low-risk, and vac-
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cinated high-risk people. The vaccine efficacy in age group a is εa. The force
of infection is given by

λa =
17∑
α=1

βσaφaα (ILUα + IHUα + ILVα + IHVα)
N

= βσa
N

17∑
α=1

φaα (ILUα + IHUα + ILVα + IHVα) .
(S1.2)

Here φaα is the number of contacts between a person in age group a with
people in age group α, β is the probability of infection for a susceptible person
who has contact with an infectious person, and σa is the relative susceptibility
of people in age group a. The relative susceptibility incorporates the potential
for people to have some immunity to the current seasonal influenza strain
due to exposure to a similar virus in previous influenza season. The total
population size is N :
Na = SLUa + ELUa + ILUa +RLUa + SHUa + EHUa + IHUa +RHUa

+ SLVa + ELVa + ILVa +RLVa + SHVa + EHVa + IHVa +RHVa,
(S1.3)

N =
∑
a

Na. (S1.4)

The demographic effects of aging, birth, and death by causes not related to
influenza are not included because we only model one influenza season, where
these demographic effects are small.

Numerical solution of the model differential equations was done using the
LSODA routine [5].

S1.1.2 Parameter Values
The model epidemiological parameters and their distributions are listed in
Table 1 in the main text. We parametrized the contact matrix (φaα), which
describes the number of potentially transmitting contacts per day between a
person in age group a and people in age group α, as in Medlock & Galvani
[7], using survey-based data [8].

We assumed that the empirical case mortality (da) was to people with the
same proportion of the risk groups as the overall population and, of course,
to all unvaccinated people. The case mortality for low-risk, unvaccinated
people is then

dLUa = da
(1− PHa) + dHLPHa

, (S1.5)
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where dHL is the relative increase of the risk of death for high-risk people.
In terms of the model parameters recovery rate (γa) and death rate for low-
risk, unvaccinated people (νLUa), the case mortality for low-risk, unvacinated
people is

dLUa = νLUa

γa + νLUa
. (S1.6)

Accordinly, death rate for the low risk, unvaccinated people,

νLUa = γa
dLUa

1− dLUa
. (S1.7)

The case mortality for low-risk, vaccinated people is reduced from Eq. S1.7
by the vaccine efficacy against death (δa), giving

νLVa = γa
(1− δa)dLUa

1− (1− δa)dLUa
. (S1.8)

The death rates of high-risk people are

νHUa = γa
dHLdLUa

1− dHLdLUa
, (S1.9)

νHVa = γa
dHL(1− δa)dLUa

1− dHL(1− δa)dLUa
. (S1.10)

Note here that we have assumed that the vaccine efficacy against death re-
duces the case mortality by the same relative amount in both low-risk and
high-risk people.

Similarly, we took the empirical case hospitalization (ca) to be to people
in the same proportion of the risk groups as the overall population. Then
the model case hospitalization for low-risk people (cLa) is

cLa = ca
(1− PHa) + cHLPHa

, (S1.11)

where cHL is the relative increase in the risk of hospitalization for high-risk
people.

We parametrized the contact matrix, φaα, using the results of a study
in eight countries in Europe that asked respondents to keep a diary of their
contacts [8]. The study estimated the number of contacts per respondent by
age of the respondent and age of the contact, where the age groups were in
five-year blocks, ages 0− 4, 5− 9, . . . , 65− 69, and 70+. These data reveal
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considerable contact within age groups, as well as significant contact between
children and adults the age of their parents [8].

Letting caα be the number of contacts per person in age group a with
people in age group a, the elements of the contact matrix are given by dividing
caα by the proportion of the population in age group a:

φ̂aα = caα
Nα/N

(S1.12)

For each country, we used caα and census data included in the study for Nα

to give φ̂aα.We ensured that the number of contacts between age groups was
symmetric,

Nacaα = Nαcαa → φaα = φαa, (S1.13)

by using the contact matrix

φaα = φ̂aα + ˆphiαa
2 . (S1.14)

This calculation provided a contact matrix for each country: we then took
the mean over the eight countries as the contact matrix for our model. To
convert between the study’s 15 age groups, the contact rates from the study’s
age group 0−4 were assumed to apply equally to our age groups 0 and 1−4:
φ0α = φ1α and φa0 = φa1. Likewise, the contact rates from the study’s age
group 70+ were assumed to apply equally to our age groups 70−74 and 75+.

The probability of transmission given a suitable contact (β), was then
chosen so that the model’s basic reproductive number (in the absence of
vaccination) had a proscribed value (see Table 1, Main text).

S1.1.3 Reproductive Number
The basic reproductive number (R0) of model (S1.1) was calculated using the
next-generation matrix [3, 7, 15]. No closed form expression is available for
R0 for model (S1.1): rather, it is given by the leading eigenvalue of a matrix
that depends on the model parameters.

Consider the case when no one in the population has been exposed to the

6



pathogen and there is no vaccination. Define the sub-matrices

FL = [FLaα] =
[
βσa

(1− PHa)Na

N
φaα

]
, (S1.15)

FH = [FHaα] =
[
βσa

PHaNa

N
φaα

]
, (S1.16)

VL = [VLaα] = [γa + νLUaδaα] , (S1.17)
VH = [VHaα] = [γa + νHUaδaα] . (S1.18)

Here, δaα is the Dirac delta:

δaα =

1, if a = α,

0, otherwise.
(S1.19)

Now define the matrices

F =
[
FL 0
0 FH

]
, (S1.20)

V =
[
VL 0
0 VH

]
. (S1.21)

Finally,
R0 = ρ

(
FV−1

)
, (S1.22)

where ρ(M) is the largest magnitude of the eigenvalues of the matrix M.
This calculation of R0 is easily extended to include a population with

both unvaccinated and vaccinated people.
In the next-generation matrix (M), every element Mij is the expected

number of infected individuals in the age group i that would arise from a
primary infected individual in age-group j in a susceptible population. To
determine the contribution of a given age group (k) to disease transmission
within the entire population, we proceeded as follows:

1. We build the next-generation matrix (M) for the whole population.

2. We find the eigenvector (v) associated with the largest eigenvalue (R0)
of M.

3. We split v into v = vk + vo, where vk is non-zero only in age group k
(for both risk groups) and vo is non-zero in the other age groups.
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4. The number of new infected individuals in each age group that arise
from a primary infection case in age group k is

nk = Mvk/‖vk‖. (S1.23)

Likewise, the number of new infections in each age group that arise
from an infection in the other age groups is

no = Mvo/‖vo‖. (S1.24)

Here
‖v‖ =

∑
i

|vi|. (S1.25)

To compute the number of new infections in age group k caused by an
infected individual in age group k (here denoted the within-group reproduc-
tive number of age group k), we summed the new infections in age group k
in nk:

Rkk = ek · nk, (S1.26)

where ek is 1 in age group k (for both risk groups) and 0 everywhere else,
and · is the standard dot product. To compute the number of new infections
in other age groups caused by an infected individual in age group k (here
denoted the between-group reproductive number of age group k), we summed
the new infections in other age groups in nk:

Rko = (1− ek) · nk, (S1.27)

where 1 is the vector of all ones. Similarly for infections from the other age
groups to age group k

Rok = ek · no, (S1.28)

and for infections from the other age groups to the other age groups

Roo = (1− ek) · no. (S1.29)

Note that these reproduction numbers for age groups include both high- and
low-risk groups.
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S1.1.4 Optimal Vaccine Allocation
We denote by v the total number of vaccine doses available. Let pLaL be the
proportion of low-risk people in age group aL who are vaccinated and pHaH

be the proportion of high-risk people in age group aH who are vaccinated;
these are the control variables. New age groups aL = 1, 2, . . . , AL and aH =
1, 2, . . . , AH, have been introduced to allow for vaccine policies that have
different age groups than those in epidemic model (S1.1) itself. In particular,
we will consider finding the best way to distribute vaccine to the 5 low-risk
age groups (AL = 5) 0–4, 5–17, 18–44, 45–64, and 65+ and a single group
for high-risk people of all ages (AH = 1). Define the factor GLaaL to be the
fraction of low-risk people in model age group a who are also in vaccination
age group aL andGHaaH is defined similarly for high-risk people: these convert
between the age groups used in epidemic model (S1.1) and those used as the
basis for vaccine distribution. For our age groups, these are

GL =


0.5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0.6 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0.4 1 1 1 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

 , (S1.30)

with 0.5 in the first entry arising due to the vaccine not being used in children
under 6 months old [1] (i.e. assuming half of the under-1-year age group is
under 6 months old) and 0.6 and 0.4 arising because we assume that 60% of
15–19 year-olds are under 18 and 40% are 18 or older, and

GH =
[
0.5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

]
, (S1.31)

since high-risk people of all ages are combined into one vaccination group.
Then, given the proportions vaccinated in the vaccination age-risk groups,
pLaL and pHaH , the proportions vaccinated in the epidemic model’s age-risk
groups are

qLa =
∑
aL

GLaaLpLaL , (S1.32)

qHa =
∑
aH

GHaaHpHaH . (S1.33)

The epidemic is then initiated with the specified proportion of each age-risk
group vaccinated, with one infectious person in each age-risk group, and the
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remaining population susceptible. The initial conditions for epidemic model
(S1.1) are then

SLUa(0) = (1− qLa) [(1− PHa)Na − 1] ,
SHUa(0) = (1− qHa) (PHaNa − 1) ,
SLVa(0) = qLa [(1− PHa)Na − 1] ,
SHVa(0) = qHa (PHaNa − 1) ,
ELUa(0) = 0,
EHUa(0) = 0,
ELVa(0) = 0,
EHVa(0) = 0,
ILUa(0) = 1− qLa,

IHUa(0) = 1− qHa,

ILVa(0) = qLa,

IHVa(0) = qHa,

RLUa(0) = 0,
RHUa(0) = 0,
RLVa(0) = 0,
RHVa(0) = 0,

(S1.34)

where Na is the number of people of age a (from the estimated 2010 US
population [14]) and PHa is the proportion of age group a who are high
risk. (The initial infectious person in each age-risk group is divided between
the vaccinated and unvaccinated groups in proportion to the vaccination in
that age-risk group so that the initial conditions are consistent across all
vaccination levels 0 ≤ qra ≤ 1.)

The cumulative number of infections at time T is

NILUa(T ) = NLUa(0)− SLUa(T ), (S1.35)
NIHUa(T ) = NHUa(0)− SHUa(T ), (S1.36)
NILVa(T ) = NLVa(0)− SLVa(T ), (S1.37)
NIHVa(T ) = NHVa(0)− SHVa(T ), (S1.38)

for unvaccinated low-risk, unvaccinated high-risk, vaccinated low-risk, and
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vaccinated high-risk people, respectively. Here

NLUa = SLUa + ELUa + ILUa +RLUa, (S1.39)
NHUa = SHUa + EHUa + IHUa +RHUa, (S1.40)
NLVa = SLVa + ELVa + ILVa +RLVa, and (S1.41)
NHVa = SHVa + EHVa + IHVa +RHVa, (S1.42)

are the numbers of people summed over infection status. The cumulative
number of deaths is

NDa(T ) = Na(0)−Na(T ), (S1.43)
where

Na = NLUa +NHUa +NLVa +NHVa (S1.44)
is the total number of people in age group a. We will minimize, at the end
time T , the objective function that is either total infections, total deaths,
total hospitalizations, total years of life loss, or contingent valuation. Total
infections are given by

I(T ) =
∑
a

[NILa(T ) +NIHa(T )] , (S1.45)

where

NILa = NILUa +NILVa, and (S1.46)
NIHa = NIHUa +NIHVa, (S1.47)

are the numbers of infections in age group a to low-risk and high-risk people,
respectively. Total deaths are given by

D(T ) =
∑
a

NDa(T ). (S1.48)

Total hospitalizations are given by

H(T ) =
∑
a

[hLaNILa(T ) + hHaNIHa(T )] , (S1.49)

where hLa and hHa are the case hospitalizations for low-risk and high-risk
people in age group a. Note that here we have assumed that the risk of
hospitalization is independent of vaccination status. Total years of life lost
are given by

Y (T ) =
∑
a

eNDa(T ), (S1.50)
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where ea is the expectation of life for age group a, i.e. the expected number
of years of life remaining for a person in age group a [11]. The 2006 US
expectation of life [10] is in 1-year age groups, which we reduced to the 17
model age groups by taking sums over the age groups weighted according to
the 2010 population age structure. Contingent valuation is given by

C(T ) =
∑
a

cNDa(T ), (S1.51)

where ca is the relative value of an individual in age group a. Cropper et al.
[2] use

ca = aω−1 exp(−φaω), (S1.52)

and estimate ω = 2.6 and φ = 0.000104 from survey data [4, 6]. As for the
years of life loss, we reduced the contingent valuation from 1-year age groups
to the 17 model age groups by using sums weighted according to the 2010
US population age structure.

Given the starting time (t = 0) and the end time (t = T ), we found the
pLaL and pHaH that minimize the objective function, subject to the feasibility
conditions

0 ≤ pLaL ≤ 1, (S1.53)
0 ≤ pHaH ≤ 1, and (S1.54)∑

a

[qLaSLUa + qHaSHUa] ≤ v, (S1.55)

the latter of which ensures that the number of vaccines used is below the
number available; as well as subject to the initial conditions (S1.34) at t = 0,
and to the differential equations (S1.1) on 0 < t ≤ T .

For a given vaccine distribution schedule, the optimal vaccine allocations
were calculated numerically using the constrained optimization by linear ap-
proximation (COBYLA) algorithm [12], run three times with random initial
vaccination levels. We took the optimum to be the result with the smallest
value of the objective function among these three runs.

S1.2 Sensitivity Index
To compute the sensitivity index, we first computed optimal vaccine alloca-
tion for 5000 sets of independently sampled parameter values. Simulating this
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sampled set was computationally expensive. Therefore, for computational ef-
ficiency, we fitted the input parameters and output variables of our model to
a second-order regression model (with regression coefficient R2 larger than
0.65) that we used to compute the first order sensitivity index[13]. The sensi-
tivity index obtained via the regression model provides a good approximation
of the the sensitivity index of the original model [9].
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